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I. INTRODUCTION

Ambient intelligence technologies are devel-
oped with wide spread of embedded or wear-
able digital devices, such as comfort sensors 
to measure air condition, welfare and health 
devices to monitor physiological indexes, and 
unobtrusive sensing devices using sound or 
movement sensors to detect human activity[1]. 
They are applied in our daily life to make us 
have intelligent and natural interactions with 
the physical environments, through the use of 
information technology for real time monitor-
ing and evaluation of critical data, triggering 
alarms and making recommendations. Ambi-
ent Assistant Living (AAL) is a new approach 
which exploits ambient intelligence to develop 
context-aware healthcare for older elderly or 
to construct “smart-homes” for aging-in-place, 
helping them maintain independent living[2]. 
To achieve this goal, AAL systems usually 
comprise a field of heterogeneous systems 
ranging from individual sensing devices to 
complex networked subsystems, which are 
deployed to cooperatively sense context and 
make reasonable decisions. Figure 1 illustrates 
a practical scenario of AAL applications.

Because most of detected events in AAL 
system are emergent, such as irregular heart 
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traffic, but cannot guarantee delivery latency 
for networks with unpredictable event-driven 
data traffi c. Hence, a few of improved proto-
cols were currently proposed for applications 
demanding prompt and reliable data transmis-
sion, such as RI-MAC[8] and DW-MAC[9].

Considering that the low power radio used 
in lightweight platforms of wireless sensor 
networks and AAL systems usually has low 
bandwidth, more and more researchers exploit 
the underlying support of multi-channel com-
munication to fundamentally solve the prob-
lem. Recently, some multi-channel MAC pro-
tocols are proposed for WSN, e.g. MMSN[10], 
TMMAC[11], YMAC[12], TMCP[13], and 
PIP[14]. The aim of those protocols is to al-
low parallel data transmission, and to improve 
network throughput. However, most of those 
protocols ignore the cost of channel switching, 
which can have reverse effect on network per-
formance, especially latency of data delivery.

In our previous work[15], we took the com-
monly used low-power RF module TI CC1000 
[16] as the test object, and conducted exten-
sive empirical studies to get three important 
parameters when designing multi-channel 
protocols for wireless sensor network. Those 
three important parameters are (1) number 
of available orthogonal channels, (2) time 
required to switch between two channels, and 
(3) total energy consumed to switch between 
two channels. Experimental results show that 
there are 48 channels available for the CC1000 
based wireless nodes. The results related to the 
latter two parameters are shown in Table I.

As shown in Table I, channel switching is 
divided into three phases, which are calibrat-
ing receiving frequency (Cal-RX), calibrating 
transmitting frequency (Cal-TX), and restart-
ing. From the above table, we can see that 
it costs the node about 50 milli-seconds and 
1940 micro-joules to switch between channels. 
Referring to those results, we can conclude 
that when designing multi-channel communi-
cation scheme for low-power embedded com-
puting systems, the cost of channel switching 
should be taken into consideration.

rate or fall of elderly, which are required to 
be transmitted to a gateway node promptly, it 
is one of the fundamental problems to ensure 
low-latency communication among spatially 
distributed devices in AAL systems. Consid-
ering that the embedded or wearable digital 
devices used in AAL systems are usually 
equipped with low-power low-range wireless 
modules[3], they have similar network be-
havior with wireless sensor networks (WSN). 
Hereby, we give a brief overview on current 
solutions to address the problem of ensuring 
low-latency data transmission in wireless sen-
sor networks.

1.1 Related work

Since sensor network usually runs in low duty 
cycle for energy effi ciency, most of those pro-
tocols are designed to address issues  raised 
from asynchronous sleep and wakeup among 
nodes. Those protocols can be divided into 
two categories. One employs scheduled lis-
tening, like SMAC[4] and TMAC[5], and the 
other uses low power listening, like BMAC[6] 
and XMAC[7]. They can perform well in 
networks with periodical or predictable data 

Fig.1  A scenario of AAL applications

 Table I  Costs of channel switching

Phrase Current (mA)
Power
(mW)

Duration (ms) Energy (μJ)

Cal-RX 15.2 45.5 22.1 1005.55

Cal-TX 11.9 35.8 23.4 837.72

Re-start 7.5 22.4 4.3 96.32

Total 34.6 103.7 49.8 1939.59
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sensing device is equipped with more than one 
radio modules [17], and can use multi-chan-
nels to communicate with each other. So we 
consider it is potential to exploit the multiple 
radios and multiple channels to accelerate 
delivery of detected events in AAL systems. 
However, it is a challenging problem to assign 
time slot and channel to a pair of radios at 
each hop, with the costs of channel switching 
shown in Table I taken into consideration, to 
ensure minimized delay for data transmission 
in the AAL system. In this section, we will 
formally describe the problem.

2.1 Network model

We use an undirected graph G = (V, E) to 
model the network of an AAL system, where 
V={v1, v2, …, vn} is the set of embedded sens-
ing devices and E is the set of undirected com-
munication links. Hence, we think that each 
node vi is equipped with Ki radios (Ki ≥ 1), and 
Rvi is the set of radios on node vi, i.e., R vi={Ri1, 
Ri2, …, }. Each node may have different 
number of radios. In the system, totally w 
non-overlapping frequency channels are avail-
able, denoted by the set F={f1, f2, …, fw}. Be-
cause of local interference, each node should 
ensure that no more than one radio is active 
in the same channel simultaneously. There-
fore, the number of radios vi that can be used 
for communication at a node vi is at most the 
number of channels w. The network model is 
illustrated by Figure 2, where the colored sol-
id lines means the proper channels that have 
been assigned to the nodes at each hop, and 

1.2 Our contribution

In this paper, we propose a delay-sensitive 
multi-channel MAC protocol for AAL sys-
tems, named DS-MMAC, which ensures min-
imized delay for data transmission in the net-
work. The main contributions are as follows.

(1) DS-MMAC is designed in a cross-layer 
approach. Channels are assigned along with 
route establishment, and an efficient distrib-
uted algorithm is proposed for reserving link 
that satisfies the required bandwidth and re-
duces the delay by a local scheduling scheme 
that minimizes one-hop delay.

(2) DS-MMAC inherits the property of 
energy effi ciency from the Time Division Me-
dium Access (TDMA). Nodes are only sched-
uled to wake up in the assigned slots, while 
keep sleeping in the idle slots to save power.

(3) The performance of the proposed proto-
col is evaluated through extensive simulations. 
Results show that DS-MMAC outperforms 
the widely used protocols in terms of packet 
delivery ratio, end-to-end delay and energy 
usage for each packet.

The rest of the paper is organized as fol-
lows. In section II, we formally describe the 
problem. In section III, we give a brief intro-
duction on the protocol design and present 
the results of performance evaluation through 
simulation in section IV. At last, a conclusion 
is made in section V.

II. PROBLEM STATEMENT

Figure 1 shows a typical scenario of AAL ap-
plications, in which occurrence of a concerned 
event will trigger the embedded devices to 
collect data and send it to the gateway node. In 
such a scenario, the collected data are required 
to be received by the gateway node promptly 
and to be forwarded to the remote server reli-
ably. It is diffi cult for the traditional low-pow-
er embedded network (e.g. wireless sensor 
network), which is composed of nodes with 
one radio module and sharing a wireless chan-
nel, to achieve this goal. With development of 
communication technology, each embedded Fig.2  An illustration of delay-sensitive multi-channel networking problem in AAL 
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the node vu are reserved to communicate in the 
time slot ti using channel fj. The route list is a 
set of nodes along the reserved path. For the 
nodes receiving the RREQ will take following 
steps.

(1) It checks its hop count distance to the 
destination d. If HG(v, d) > TTL, node v dis-
cards this request. This ensures that RREQ 
packet will be forwarded in the right direction 
towards destination.

(2) Otherwise it runs Algorithm 1 and Al-
gorithm 2 to do one hop reservation.

(3) If one hop reservation by Algorithm 1 
and Algorithm 2 is successful, node v updates 
TTL(TTL-1), the remaining latency bound 
RLb based on the result of one hop reserva-
tion, and appends v to the reservation list.

(4) Node v broadcasts the updated RREQ, 
and the two-hop neighbors of node v then 
updates NB(ti, fj), which is an entry of the 
neighbor radio active table NB(Τ, F) = {NB(ti, 
fj) | ti∈Τ, fj∈F}. NB(ti, fj) is an integer to de-
note the number of interfering links of node vi, 
which has announced its radio will broadcast 
or receive in time-slot ti using channel fi.

Besides NB(Τ, F), each node keep follow-
ing two data structures.

(1) Self-radio broadcasting table: SB(Τ, F) 
= {SB(ti, fj) | ti∈Τ, fj∈F}, where SB(ti, fj)∈{0, 
1} is an integer to denote whether an interface 
on vi has announced it broadcasts in time-slot 
ti using channel fi.

(2) Self-radio receiving table: SR(Τ, F) = 
{SR(ti, fj) | ti∈Τ, fj∈F}，where SR(ti, fj)∈{0, 
1} is similar to SB(Τ, F).

From the above described routing procedure, 
we can see that the step (2) is a local scheduling 
that minimizes one hop delay. Next, we will 
introduce the step in more detail.

3.2 One hop reservation

When a node vj received the RREQ from its 
neighbor vi, it first do an OR operation to 
compute its blocked table BL(T ,F) and find 
the possible available pairs of time-slot and 
channel for link e=(vi, vj). BLvi,vj={BLvi(Τ, F) 
∪BLvj(Τ, F)}, where BLvi(Τ, F)={NB(ti, fj) ∪ 
SB(ti, fj) ∪ SR(ti, fj) | ti∈Τ, fj∈F } and BLvj(Τ, 

the dashed lines means the channels that are to 
be assigned by our proposed protocol. The no-
tation ‘(ti, fj, Rvq, Rur) ?’ beside the dashed line 
means which time slot and channel should be 
assigned to which radios of the nodes vv and vu 

to get minimized transmission delay of detect-
ed events in AAL system. It is essentially the 
problem to be addressed by this paper.

We assume that each node has the same 
transmission range RT and uniform interfer-
ence range RI. So under the same channel the 
necessary condition for a node vi to directly 
communicate with vj successfully is ‖vi-vj‖≤RT, 
where‖vi-vj‖is the Euclidean distance between 
vi and vj. And a receiving node vj is always 
interfered by the signal in the same channel 
from vk if ‖vj-vk‖≤RI, while vk is not the sender 
of the communication to vj. Typically it is as-
sumed that RI ≌ 2RT.

III. PROTOCOL DESIGN OF DS-MMAC

In this section, we give a brief introduction of 
our cross-layer protocol design of DS-MMAC. 
The novelty of the protocol is that an efficient 
distributed algorithm is combined with the pro-
cess of route establishment for link reservation, 
which takes the channel switching cost into ac-
count and reduces end-to-end delay to meet the 
required delay bound of each data flow.

3.1 Routing procedure

When an object or an emergent issue occurs in 
the network, the nearby nodes will serve as the 
source nodes. The source nodes will initiate 
the ROUTE REQUEST (RREQ) for a session. 
RREQ includes the following information: 
source-destination ID (s-d), the session ID, 
remaining latency bound (RLb) which is D 
originally, the requested capacity B for this 
session, TTL of the packet RREQ, reservation 
list (ti, fj, Rvq, Rur), route list. TTL is used to 
do restrict flooding when broadcasting RREQ 
packets. Here TTL is δ+HG(s, d), where HG(u, 
v) is the hop-distance between two nodes u 
and v in the communication graph G. The 
reservation list (ti, fj, Rvq, Rur) means that the 
interface q of the node vv and the interface r of 
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channel switching overhead incurred at each 
hop (vi, vj) for packet transmissions of a ses-
sion in one schedule period. For example, if 
we assign f1 to Ri1 and Rj1, there is no channel 
switching and switching delay is 0. If we as-

F)={ NB(ti, fj) ∪ SB(ti, fj) ∪ SR(ti, fj) | ti∈Τ, 
fj∈F }. For example, the set of blocked time-
slot and channel pairs are (t2, f1), (t3, f2), (t4, f1, 
f2), and (t5, f2). Then, node vj builds a two-di-
mension assignment status table, as shown in 
Table II. Node vj uses this information to run 
reservation algorithm for this hop.

Following two types of delays are involved 
in the link reservation.

(1) Scheduling Delay: counts from the last 
packet it received for this session until the 
last packet it sent out. This cannot be comput-
ed simply by subtracting the scheduled last 
receiving time-slot (lastIn) from the sched-
uled last sending-out time-slot (lastOut’). 
We should first perform a mapping on the 
lastOut’, then count the time elapse from the 
lastIn slot to the mapped last sending-out 
time-slot (lastOut), which is possibly different 
from lastOut’. After the mapping, this hop 
scheduling delay is lastOut-lastIn, if lastOut 
slot is within the same period as lastIn slot, 
otherwise is lastOut-lastIn + m, where m is 
the number of slots in a period.

For example, the previous hop has sched-
uled at time-slots t1, t4, t5, and the current hop 
scheduled at time-slots t2, t3, t6. Since the last 
sending-out time-slot (t6) is after the last re-
ceiving time-slot, the scheduling delay is not 
6-1=5. We should do a mapping first, t1→t2, 
t4→t6, t5→t3, and the scheduling delay is 
3-5+m. However, we can improve the above 
mapping to shorten the scheduling delay, as 
follows, t1→t3, t4→t6, t5→t2, and the schedul-
ing delay is reduced to 2-5+m. So the chal-
lenging question here is to find a distributed 
scheduling scheme, such that the overall delay 
of a route is minimized. Algorithm 1 shows 
a greedy method to schedule time slots with 
minimized delay.

Assuming that node vi makes a reservation 
in the previous hop, that is T={(t1, 3)(t6, 2)}, 
and the available resources in the current link 
(vi, vj) is denoted as T’={(t2’, 1)(t3’,1) (t4’,2) 
(t5’, 1) (t6’, 2) (t7’, 2)} (See Table II), the 
scheduled slots is a set S={(t2’, 1)(t3’, 1) (t4’, 
2) (t5’, 1)}and Sche_delay=3-6+7=4.

(2) Switching Delay: it is defined as the 

Algorithm 1 Slot Scheduling with Minimized Delay

Input: T = {(t1, x1)(t2, x2)... (tk, xk)}, RLb, T’= {(t1’, x1’) (t2’, x2’)…(td’, xd’)}
Output: S
Variables: h = 0, Sche_delay

1: if  then

2:  exit (FAIL)
3: else
4:  for each ti,←1…k do
5:  while (xi > 0) do
6:  if there exists tj’ > ti then
7:  j = arg min {tj’ | tj’ > ti}
8:  if xj’ > xi then
9:  S = S ∪ {( tj’, xi)}, xj’ = xj’ - xi, xi = 0
10:  else
11:  S = S ∪ {( tj’, xj’)}, xi = xi -xj’, remove ( tj’, xj’) from T’
12: end if
13:  else
14:  j = arg min { tj’}
15:  if xj’ > xi then
16:  S = S ∪ {( tj’, xi)}, h=h+xi, xj’ = xj’ - xi, xi = 0
17:  else
18:  S = S ∪ {( tj’, xj’)}, h=h+xj’, xi = xi -xj’, remove ( tj’, xj’) from T’
19: end if
20: end if
21: end while
22: end for
23: end if
24: Sort the pairs (ti’’, xi’’) in S in ascending order by ti’’
25: if h>0 then

26:  LastOut = tq’’, q = min {j | }

27: else
28:  LastOut = tq’’, q = arg max { tj’’}
29: end if
30: if tk < tq’’ then
31:  Sche_delay = tq’’- tk

32: else
33:  Sche_delay = tq’’ - tk+ m
34: end if
35: if RLb-Sche_delay>0 then
36: return (SUCCESS);
37: else
38: return (FAIL);
39: end if
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For the above example, the output of the 
channel  ass ignment  i s  , , 

, , and the switching delay is 0.
From the above description on one-hop 

reservation, we can see that two phases are 
involved in a local scheduling, namely slot 
scheduling and channel assignment. This two-
phase local scheduling scheme is designed 
to minimize one-hop delay, as well as energy 
consumption.

IV. PERFORMANCE EVALUATION

The performance of our proposed protocol is 
evaluated by simulations. We put 225 nodes 
uniformly in a square area which is 200 meters 
by 200 meters. Each node is equipped with 2 
radios, and there are 48 channels available in 
the network. The time cost of channel switch-
ing is set to 50 mini-second and the energy 
cost is 1940 micro-joule. The transmission 
range of each node is about 20 meters, and 
the interference range is about 40 meters. 
We specify the nodes located in the left-bot-
tom corner as sources, while the node at the 
right-upper corner as the gateway. The packet 
length is 36 bytes, and the data rate of wireless 
channel is 76.8 Kbps. For each period of time, 
it consists of 7~21 time slot, and each slot is 4 
milli-seconds.

For comparison, we implemented the 
R-MMAC in the simulator. R-MMAC is a 
multi-channel MAC protocol adapted from 
TMMAC[11]. The main difference between 
R-MMAC and DS-MMAC is in their way to 
schedule time slots and channels at each hop, 
which is the featured work of this paper. Fol-
lowing three metrics are used to evaluate the 
performance of DS-MMAC and R-MMAC.

1) Packet delivery ratio: the ratio of num-
ber of packets received by the gateway to the 
number of packet sent by the source nodes.

2) End-to-end delay: the time taken for 
a packet to be transmitted across a network 
from source to destination, which is an accu-
mulation of the transmission delay, scheduling 
delay and switching delay at each hop.

sign f2 to Ri1 and Rj1, both radios incur 2 chan-
nel switches and the switching delay is (2 + 
2)*switchOverhead. So the challenging ques-
tion is to assign channels to radios to minimize 
the switching delay.

After determining scheduling delay by al-
gorithm 1, a list of partial reservation for this 
hop is given by:

{(t1, L1, R1), (t2, L2, R2), …, (tb, Lb, Rb)}.
Referring to the previous example, after slot 

scheduling, the reservation can be presented as 
{(t2, L2, R2), (t3, L3, R3), (t4, L4, R4), (t5, L5, R5)}, 
where L2={f1}, L3={f2}, L4={f1, f2}, L5={f2}, 
R2={Ri1, Rj1, Rj3}, R3={Ri2, Rj2, Rj3}, R4={Ri1, 
Ri2, Rj1, Rj2, Rj3}, R5={Ri2, Rj2, Rj3}. By consid-
ering each (ti,Li,Ri) tuple in order, the problem 
of assigning all channels in Li to some pair of 
radios in Ri with minimal total switching delay 
can be converted to finding a perfect matching 
with minimal total weight in a bipartite graph 
from Li to Ri using the Kuhn-Munkras (K-M) 
algorithm[18]. Algorithm 2 shows the detail of 
the channel assignment with Minimized Cost.

Table II  Channel assignment status
t1 t2 t3 t4 t5 t6 t7

Ri1 f1 f1 f1

Ri2 f2 f2

Rj1 f1 f1 f1

Rj2 f2 f2

Rj3

Algorithm 2  Channel Assignment with Minimized Cost

Input: T = {(t1, L1, R1), (t2, L2, R2), …, (tb, Lb, Rb)}, RLb
Const: Dcs

Variables: Switch_times
1: for each ti,←1…b do
2:  Construct a weighted bipartite graph G=(Li, Ri);
3: Find a minimal weighted matching M in bipartite graph from Li to Ri using the 
K-M Algorithm;
4: Switch_times←Switch_times +w(M);
5: end for
6: if RLb-Switch_times*Dcs > 0 then
7: return (SUCCESS);
8: then
9:  return (FAIL);
10:end if
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that packets will be dropped from this point 
(see Figure 3) and the network is saturated. 
Hence, we can see that even when a number 
of sensing devices in the AAL system detect 
an event and simultaneously transmit the de-
tected event, DS-MMAC can ensure bounded 
low delay, which is the mainly expected per-
formance of our protocol.

4.3 Average energy consumed for 
each packet

Figure 5 show the average energy consumed 

3) Average energy consumed for each pack-
et: the ratio of total energy consumed in the 
network to the number of packets delivered to 
the gateway.

4.1 Packet delivery ratio

Figure 3 shows the different packet delivery 
ratios of R-MMAC and DS-MMAC with in-
creasing number flows. We can see that both 
protocols can achieve more than 95% of de-
livery ratio when the number of fl ows is less 
than 65, because they both employ TDMA to 
assign channels. However, with more number 
of sessions are launched in the network, the 
packet delivery of R-MMAC starts to decline 
by up to 5%, which may be incurred by some 
collisions due to its random assignment of 
channels at each hop. For DS-MMAC, it can 
keep packet delivery ratio at about 95% even 
with increasing number of flows. Hence, we 
can see that in scenarios where a number of 
sensing devices in the AAL system detect an 
event and simultaneously transmit the detected 
event, DS-MMAC can provide high reliability 
of packet delivery.

4.2 End-to-end delay

Since the DS-MMAC protocol employs a lo-
cal scheduling algorithm that minimizes one 
hop delay when making link reservation at 
each hop, as shown in Figure 4, DS-MMAC 
has much lower end-to-end delay than that 
of R-MMAC, particularly decreased by up to 
59%. Besides that, DS-MMAC can provide 
bounded end-to-end delay as required, since it 
considers the remaining delay when schedul-
ing slots and assigning channels at each hop. 
Here, we set the delay bound of each packet to 
500 ms, so with the number of fl ows increases, 
DS-MMAC can still keep the maximum end-
to-end delay around 500 ms. For R-MMAC, 
because it schedules slots and assigns chan-
nels randomly at each hop, the delay can be 
accumulated and increasing rapidly, especially 
when the number of fl ows is more than 25, its 
delay increases linearly until to about 1200 
ms. The reason why the delay stops increasing 
when the number of fl ow is larger than 65, is 

Fig.3  Packet delivery ratio vs. number of fl ows
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ment of embedded systems, each sensor node 
or embedded sensing device is equipped with 
more than one radio modules, and more and 
more researchers exploit the underlying sup-
port of multi-channel communication to fun-
damentally solve the problem. However, most 
of those protocols ignore the cost of channel 
switching, which can have reverse effect on 
network performance, especially latency of 
data delivery.

In this paper, we propose a delay-sensitive 
multi-channel MAC protocol, named DS-
MMAC, which minimizes delay of data trans-
mission in the embedded network of AAL 
applications. The novelty of the protocol is 
that an effi cient distributed time slot schedul-
ing and channel assignment algorithm is com-
bined with the process of route establishment, 
which ensure that the reserved links satisfy the 
required bandwidth and with minimized delay.

The performance of the proposed protocol 
is evaluated through extensive simulations. 
Results show that DS-MMAC outperforms 
R-MMAC in terms of end-to-end delay, as 
well as packet delivery ratio and energy us-
age for each packet. So for AAL applications, 
when a concerned event occurs, which will 
trigger the embedded devices to collect data 
and send it to the gateway node, DS-MMAC 
can bound low latency for delivering detected 
events in AAL system to the gateway, while 
providing high delivery reliability and low en-
ergy consumption.
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cerned event will trigger the embedded devic-
es to collect data and send it to the gateway 
node. In such a scenario, the collected data are 
required to be received by the gateway node 
promptly and to be forwarded to the remote 
server reliably. It is diffi cult for the traditional 
low-power embedded network (e.g. wireless 
sensor network), which is composed of nodes 
with one radio module and sharing a wireless 
channel, to achieve this goal. With develop-

Fig.5  Energy consumed for each packet vs. number of fl ows
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